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Abstract

In this paper we introduce a new concept of calibration for functional data, the modified band depth rank. It is based on a concept of ordering functions center-outwards based on their graphs, the modified band depth. We then compare the modified band depth rank with the existing multivariate rank in a simulation study as both concepts can be applied to multivariate forecasts in $\mathbb{R}^d$. In a second simulation study we evaluate the robustness of the modified band depth rank. We then apply it to two real data examples, temperature forecasting and inflation forecasting.
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Chapter 1

Introduction

How should I value a payment that I will receive in one year? Is it wise to have a picnic tomorrow afternoon? Accurate forecasts can yield big economic and social benefits in these and numerous other situations. Because of this it only seems natural that forecasting plays such an important role in modern statistics.

Forecasts can have different types of data structures ranging from classical point predictions to newer distributional predictions (Gneiting 2008) or ensemble forecasts, which will be of main interest in this paper. Ensemble forecasts are, for example, in use for variables that are especially hard to predict such as inflation and in medium-range weather forecasting. In these cases it makes sense to not only look at one forecast but rather try to draw information from a number of forecasts which may differ in their numerical methods or they may be forecasts by different forecasters. In the two examples mentioned above there is also often an interest in having a prediction not only for one point in time but a prediction trajectory for several successive points in time so that one can see how the variable of interest may behave or evolve over time. This type of data can be seen as an important special case of a more complex data type, the functional data. In functional data analysis each observation is a real function on an Interval $I$ or a discrete set $\{1, \ldots, d\}$ (López-Pintado and Romo 2009).

This paper focuses on a new concept of calibration for forecasts of functional data. Calibration, in a broader sense, is a concept of evaluating the quality of past predictions, which also takes an important role in statistics. If a forecast is calibrated then it has in a certain way the same properties as the observed value, which is known for past predictions. A point
forecast is in particular calibrated, if the forecast and the observed value derive from the same distribution. A forecast distribution $F$ for the observation $y$ is called calibrated, if $F(y)$ is drawn from the uniform distribution $U([0,1])$.

There are several situations in applied statistics in which this concept has to be generalized, for example multivariate (mv) rank for continuous vector-valued forecasts in $\mathbb{R}^d$ (Gneiting et al. 2008). This paper introduces a generalisation of calibration for functional forecasts, especially the finite-dimensional case, for which the concept of the multivariate rank (mv-rank) also applies. For this, we first introduce an ordering for functional data. Here, we choose the concept of modified band depth, introduced by López-Pintado and Romo (2009), which orders real functions by their graphs center-outwards.

The remainder of the paper is organized as follows. In Chapter 2 we will review the concept of calibration and review the generalisation to vector-valued forecasts based on the mv-rank (Gneiting et al. 2008). Then we review the concept of band depth for functional data (López-Pintado and Romo 2009) and use it to introduce a concept of calibration for functional data based on the band depth rank and also compare it to the mv-rank in simulation studies. We also shortly review another application of the band depth, functional boxplots (Sun and Genton 2011). In Chapter 3 we perform a simulation study to evaluate robustness of the proposed concept. Chapter 4 contains two real data examples. In Chapter 5 we summarize the results.
Chapter 2

Theory

2.1 Calibration

The probability integral transform (Dawid 1984; Gneiting et al. 2007) uses the fact that, if \( X \) is a random variable with continuous cumulative distribution function (CDF) \( F \), then \( Y = F(X) \) is uniformly distributed, i.e. \( Y \sim U([0, 1]) \). Based on this result a forecast distribution \( F \) for the observation \( y \) is called calibrated, if \( F(y) \) is drawn from the uniform distribution \( U([0, 1]) \). If the forecast distribution \( F \) is the empirical distribution of \( m \) point forecasts \( x_1, \ldots, x_m \) then the forecast is called calibrated, if the rank of the observed value \( y \) in \( \{x_1, \ldots, x_m, y\} \) is uniformly distributed, i.e. derives from the discrete uniform distribution of the on \( \{1, \ldots, m+1\} \). This is obviously the case, if \( y \) as well as the forecasts \( x_1, \ldots, x_m \) are independent realisations of the same random variable \( X \) with continuous CDF \( F \). A common way to check whether the forecasts \( x_1, \ldots, x_m \) are calibrated is to use a rank histogram (Anderson 1996; Hamill and Colucci 1997). For this, the rank \( \text{rank}(y_i) \) of the observed value \( y_i \) in \( \{x_{i1}, \ldots, x_{im}, y_i\} \) is computed for \( i = 1, \ldots, n \), where \( n \) is sufficiently large. Then we compute the histogram of the points \( \{\text{rank}(y_i), \ i = 1, \ldots, n\} \) and check for deviations from the uniform histogram. An alternative way of checking for deviation from uniformity is the discrepancy or reliability index

\[
\Delta = \sum_{j=1}^{m+1} |f_j - \frac{1}{m+1}|,
\]  

(2.1)
where \( f_j \) is the relative frequency of rank \( j \) (Delle Monache et al. 2006). If the ranks of the observed values \( y_i \) are uniformly distributed then every rank occurs with a probability of \( \frac{1}{m+1} \) and the reliability index should thus be close to zero.

### 2.2 The multivariate rank (mv-rank)

If we have two vectors in \( \mathbb{R}^d \), \( x = (x_1, \ldots, x_d)' \) and \( y = (y_1, \ldots, y_d)' \), then we write \( x \preceq y \) if and only if \( x_k \leq y_k \) for \( k = 1, \ldots, d \).

We now consider an ensemble forecast of size \( m \) \( \{x_j \in \mathbb{R}^d, \ j = 1, \ldots, m\} \) and the observation \( x_0 \in \mathbb{R}^d \). With the definition above we can assign pre-ranks

\[
\rho_j = \sum_{k=0}^{m} 1\{x_k \preceq x_j\}, \quad j = 1, \ldots, m.
\]

Since every pre-rank is an integer between 1 and \( m + 1 \) the pre-ranks can be used to assign ranks, the so-called multivariate rank, to the vectors \( x_0, \ldots, x_m \). The multivariate rank \( r \) of the observation vector \( x_0 \) is the rank of \( \rho_0 \) in \( \{\rho_0, \ldots, \rho_m\} \) with ties resolved at random. It is straightforward to see that the multivariate rank is uniform if the ensemble members and the verifying observation are exchangeable (Gneiting et al. 2008).

### 2.3 Modified band depth for functional data

López-Pintado and Romo (2009) introduce a band depth and a modified band depth (mbd), which allow centre-outward orderings of curves that are computationally feasible. We will focus on the modified version since it is more suited to our real data examples.\(^1\) The introduced ordering is based on graphic representations of the curves. Mbd is defined both for continuous functions on an interval and for the finite dimensional version, which is the one we use in the remainder of the paper.

From now on let \( S = \{x_1, \ldots, x_m\} \) be a set of discrete functions on \( \{1, \ldots, d\} \),\(^2\) i.e.

\(^{1}\)Mbd is more suited for irregular curves and so should be better suited for e.g. inflation data

\(^{2}\)In our examples the \( d \) values of one function would be \( d \) forecasts for \( d \) different time horizons by one forecaster or forecasting-method.
interpretable as points in $\mathbb{R}^d$. Let $x = (x(1), \ldots, x(d))$ be the expression in $\mathbb{R}^d$ for one of these functions $x \in S$. The modified band depth, $\text{mbd}_m(x)$, of $x \in S$ is defined as the proportion of coordinates of $x$ inside the coordinates of any pair of functions in $S$:

$$\text{mbd}_m(x) = \left( \frac{m}{2} \right)^{-1} \sum_{1 \leq i_1 \leq i_2 < m} \frac{1}{d} \sum_{k=1}^{d} \mathbb{1}\{\min\{x_{i_1}(k), x_{i_2}(k)\} \leq x(k) \leq \max\{x_{i_1}(k), x_{i_2}(k)\}\}.$$ 

Obviously $\text{mbd}$ satisfies $0 \leq \text{mbd}_m(x) \leq 1$ and gets the closer to 1 the deeper the curve $x$ is in $S$.

López-Pintado and Romo (2009) also point out that the modified band depth can be brought into relation with another depth concept, the simplicial depth (sd).\(^3\) The simplicial depth (Liu 1990) is a measure of depth for multivariate data points. The univariate simplicial depth of $x(k)$ can be written as

$$\text{sd}_{m,k}(x(k)) = \left( \frac{m}{2} \right)^{-1} \sum_{1 \leq i_1 \leq i_2 < m} \mathbb{1}\{\min\{x_{i_1}(k), x_{i_2}(k)\} \leq x(k) \leq \max\{x_{i_1}(k), x_{i_2}(k)\}\}.$$ 

The sums in the definition of $\text{mbd}_m(x)$ are finite and thus we can rearrange the terms, such that $\text{mbd}_m$ can be interpreted as the univariate simplicial depth averaged over the $d$ coordinates, i.e.

$$\text{mbd}_m(x) = \frac{1}{d} \sum_{k=1}^{d} \text{sd}_{m,k}(x(k)). \quad (2.2)$$

### 2.4 The modified band depth rank (mbd-rank)

From the concept of band depth it is straightforward to generalise the definition of calibration to the finite dimensional version of functional data. If we have $m$ forecast curves $x_1, \ldots, x_m$ and an observation curve $y$, each with length $d$, then the modified band depth rank (mbd-rank) is the rank of $\text{mbd}_m(y)$ in $\{\text{mbd}_m(x_1), \ldots, \text{mbd}_m(x_m), \text{mbd}_m(y)\}$ with ties resolved at random. We call an ensemble of forecasting curves $x_1, \ldots, x_m$ calibrated, if $\text{mbd}_m(y)$ derives from the discrete uniform distribution on the set $\{1, \ldots, m+1\}$.

For $d = 1$ it is straightforward to see that the mbd-rank of $y$ is uniformly distributed, if $y$ and $x_1, \ldots, x_m$ are independent realisations of the same random variable $X$ with continuous

\(^3\)But contrary to the modified band depth, the simplicial depth is computationally intensive.
CDF $F$ and the forecasts are thus calibrated. The calibration property further holds for every $d \in \mathbb{N}$, if for every $k \in \{1, \ldots, d\}$ the forecasts for the time horizon $k$, $x_1(k), \ldots, x_m(k)$, and $y(k)$ derive from the same random variable $X$.

We have only looked at the finite dimensional version so far, since it is more relevant in practice, but we should keep in mind that the modified band depth rank can be computed the same way for a more complex type of data, i.e. real functions on an interval, if we use the corresponding definition of band depth for this kind of data, see Section 5 in López-Pintado and Romo (2009).

### 2.5 Functional boxplots

Sun and Genton (2011) use the mbd and the ordering it induces on graphs from the centre outwards to create functional boxplots. If we have $m$ functions $x_1, \ldots, x_m$ of length $d$ then let $x_{[1]}, \ldots, x_{[m]}$ be the order statistics induced by the modified band depth with ties resolved at random as in the previous chapter. Then $x_{[m]}$ is the most outlying curve and $x_{[1]}$ is the deepest or most central curve and is also named the median curve. We can also look at the $\alpha$ proportion ($0 < \alpha < 1$) of the deepest curves. For the finite dimensional version the region with the $50\%$ deepest curves is the region obtained by

$$C_{0.5} = \{(k, x(k)) : \min_{r=1,\ldots,\lfloor n/2 \rfloor} x_{[r]}(k) \leq x(k) \leq \max_{r=1,\ldots,\lfloor n/2 \rfloor} x_{[r]}(k), k \in \{1, \ldots, d\}\},$$

where $\lfloor n/2 \rfloor$ is the smallest integer not less than $n/2$. If the region obtained by $C_{0.5}$ is used in analogy to the middle $50\%$ of data that is represented by the box in the classical boxplot, then one can use the median curve and the region of the $50\%$ deepest curves to create a functional boxplot in analogy to the classical one. As in the classical boxplot, one can define outliers by getting a maximum non-outlying envelope by inflating the $50\%$ deepest curves area by $1.5$. Every curve that crosses this maximum non-outlying envelope is marked as outlier.
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2.6 Comparison of mbd-rank and mv-rank

Gneiting et al. (2008) introduce the mv-rank for forecasts in $\mathbb{R}^d$ for applications in which the dimension $d$ is small. However the concept of mv-rank also applies for high dimensions. In comparison, the mbd-rank was introduced for continuous functions as well as the finite dimensional version in which the curves can also be interpreted as points in $\mathbb{R}^d$. In this case it is viable to compute both the mv-rank and the mbd-rank. The difference between these two concepts is the way the pre-ranks are assigned. For the mv-rank the number of points with every entry being smaller or equal to the respective point is used for ordering. For the mbd-rank the ordering is induced by the deepness of the graphs with the most central curve having the highest mbd-rank. If we also take the graphical approach for computing the mv-prerank then the mv-preranks are based on the ordering of the curves from the bottom to the top with the curve at the top having the highest prerank. The main difference between the two concepts is that for the mv-prerank a point or a curve $x_1 \in \mathbb{R}^d$ only counts as ”lower” than another curve $x_2 \in \mathbb{R}^d$ if $x_1$ is ”lower” (i.e. smaller) in every component than $x_2$. In contrast in the concept of mbd-rank the proportion of a curve being in a band of two other curves is considered. Because of this we expect that the assigned mv-preranks are more often the same than the mbd-preranks as the dimension $d$ increases. Thus we can also expect the mv-rank concept having problems indicating a lack of calibration for higher values of $d$. We now compare these two rank concepts regarding to the shape of their rank histograms and their ability to detect non-calibration for $d \in \{2, 5, 20\}$.

For $d = 2$ we expect the mv-rank concept to give good results, since it was introduced and tested for small $d$ (Gneiting et al. 2008). Thus we also want to compare the shapes of the histograms based on the two different concepts. The rank histogram of non-calibrated forecasts can have different shapes. For example the non-calibration of the forecasts can be caused by overdispersion or bias. We now examine how these sources of non-calibration affect the look of the mv-rank histogram in comparison to the mbd-rank histogram. We illustrate this by simulating 10,000 times $m = 9$ forecasting curves with $d = 2$ and compute the rank of a simulated observation curve which might follow a different distribution than the forecasting curves. Figure 2.1 shows the results for computing the mv-rank and Figure 2.2 for the mbd-rank.
Figure 2.1: Simulation study for the mv-rank histogram with $d = 2$ dimensions. The points of the observation curve are iid standard normal. The points of the 9 forecasting curves are iid normally distributed with mean and standard deviation (sd) as specified. Repetitions have been simulated 10,000 times.

Figure 2.2: Simulation study for the mbd-rank histogram with $d = 2$ dimensions. The points of the observation curve are iid standard normal. The points of the 9 forecasting curves are iid normally distributed with mean and standard deviation (sd) as specified. Repetitions have been simulated 10,000 times.
We see that both concepts are able to reject calibration correctly for $d = 2$ dimensions and 10,000 repetitions. From Figure 2.1 we see that, for the mv-rank, when central tendencies are biased, the histogram is skewed. Overdispersion leads to an inverse U-shaped histogram and underdispersion to a U-shaped histogram. In comparison, the corresponding mbd-rank histograms do not show any sign of a U-shape. Instead, all deviations from the standard normal distribution result in skewed histograms. We see that we have to be careful when interpreting rank histograms based on different concepts and that less information can be drawn from the shape of the mbd-histogram in comparison to a mv-rank histogram when $d$ is small.

We repeat this simulation for $d = 5$.

\[ \begin{array}{cccc}
\text{mean = 0} & \text{mean = 0.5} & \text{mean = 1} & \text{sd=0.25}
\end{array} \]
\[ \begin{array}{cccc}
\text{mean = 0} & \text{mean = 0.5} & \text{mean = 1} & \text{sd=0.5}
\end{array} \]
\[ \begin{array}{cccc}
\text{mean = 0} & \text{mean = 0.5} & \text{mean = 1} & \text{sd=1}
\end{array} \]
\[ \begin{array}{cccc}
\text{mean = 0} & \text{mean = 0.5} & \text{mean = 1} & \text{sd=2}
\end{array} \]
\[ \begin{array}{cccc}
\text{mean = 0} & \text{mean = 0.5} & \text{mean = 1} & \text{sd=4}
\end{array} \]

**Figure 2.3:** Simulation study for the mv-rank histogram for $d = 5$ dimensions. The points of the observation curve are iid standard normal. The points of the 9 forecasting curves are iid normally distributed with mean and standard deviation (sd) as specified. Repetitions have been simulated 10,000 times.
We see in Figure 2.4 that for the mbd-rank with $d = 5$ detection of non-calibrated forecasts did not deteriorate but rather improved slightly overall, especially in the last two columns, in comparison to Figure 2.2 with $d = 2$. On the other hand in the mv-rank setting with $d = 5$ of Figure 2.3 all histograms look considerably more uniform with some even having problems to clearly detect non-calibration at all in comparison to the smaller total number of prediction horizons in Figure 2.1. Also, the types of U-shapes have disappeared in Figure 2.3 and thus for a medium number of total prediction horizons, here $d = 5$, mv-rank not only performs visibly worse than mbd-rank in detecting non-calibration, but also the advantage of giving more information about the type of non-calibration is not existent any more for the mv-rank concept.

We now repeat this simulation for $d = 20$ prediction horizons.
Figure 2.5: Simulation study for the mv-rank histogram for \( d = 20 \) dimensions. The points of the observation curve are iid standard normal. The points of the 9 forecasting curves are iid normally distributed with mean and standard deviation (sd) as specified. Repetitions have been simulated 10,000 times.

Figure 2.6: Simulation study for the mbd-rank histogram for \( d = 20 \) dimensions. The points of the observation curve are iid standard normal. The points of the 9 forecasting curves are iid normally distributed with mean and standard deviation (sd) as specified. Repetitions have been simulated 10,000 times.
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For a higher total number of prediction horizons, here \( d = 20 \), we see in Figure 2.5 and 2.6 that the mv-rank is not able to detect non-calibration at all, whereas the mbd-rank performs very well and seems only to improve with increasing number of prediction horizons.
Chapter 3

Robustness of the mbd-rank

By simulating mbd-ranks for different number of repetitions, different number of curves, \( m \), and different number of prediction horizons \( d \), and whose ranks should theoretically be uniformly distributed, we check whether and how these parameters affect how easy it is to see that the mbd-ranks are indeed uniformly distributed. For this we computed the reliability index \( \Delta (1) \) which should be closer to zero the more apparently uniform the ranks of the curves are. The data was generated by drawing every point on each curve independently from the standard normal distribution independently. Because of that the mbd-ranks should derive from a uniform distribution. The results can be seen in Tables 3.1, 3.2 and 3.3. The number of repetitions increases with every row. The number of curves increases with the columns. In the simulation process the "last" generated curve was simply treated as the observation curve. The length of the curves, or the number of prediction horizons, differ by the tables; we use \( d \in \{5, 10, 50\} \). A typical characteristic of ensemble forecasts with different prediction horizons is that the variance of the underlying forecasts increases with increasing lead times. Because of that we also included this scenario into our simulations. The grey numbers in brackets are the reliability index \( \Delta \) with the underlying simulated curves having linearly increasing variances \( \sigma^2 \) in every point of the curves,

\[
\sigma_k^2 = k, \quad \forall k \in \{1, \ldots, d\}
\]
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Table 3.1: Reliability index $\Delta$ for simulated mbd-ranks with 5 prediction horizons with every point being standard normal (black number) and with linearly increasing variances (grey number) in every prediction horizon of each curve, i.e. $\sigma_k^2 = k$, $\forall k \in \{1, \ldots, 5\}$.

<table>
<thead>
<tr>
<th>Repetitions</th>
<th>Ensemble size + 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>0.28 (0.32)</td>
</tr>
<tr>
<td>100</td>
<td>0.32 (0.34)</td>
</tr>
<tr>
<td>500</td>
<td>0.11 (0.12)</td>
</tr>
</tbody>
</table>

Table 3.2: Reliability index $\Delta$ for simulated mbd-ranks with 10 prediction horizons with every point being standard normal (black number) and with linearly increasing variances (grey number) in every prediction horizon of each curve, i.e. $\sigma_k^2 = k$, $\forall k \in \{1, \ldots, 10\}$.

<table>
<thead>
<tr>
<th>Repetitions</th>
<th>Ensemble size + 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>0.36 (0.4)</td>
</tr>
<tr>
<td>100</td>
<td>0.18 (0.12)</td>
</tr>
<tr>
<td>500</td>
<td>0.08 (0.12)</td>
</tr>
</tbody>
</table>
Table 3.3: Reliability index $\Delta$ for simulated mbd-ranks with 50 prediction horizons with every point being standard normal (black number) and with linearly increasing variances (grey number) in every prediction horizon of each curve, i.e. $\sigma_k^2 = k$, $\forall k \in \{1, \ldots, 50\}$.

<table>
<thead>
<tr>
<th>Repetitions</th>
<th>Ensemble size + 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>0.28 (0.28)</td>
</tr>
<tr>
<td>100</td>
<td>0.26 (0.32)</td>
</tr>
<tr>
<td>500</td>
<td>0.07 (0.9)</td>
</tr>
</tbody>
</table>

The results are as expected in that the reliability index $\Delta$ approaches zero for increasing number of repetitions as it should. Seemingly, only the number of repetitions and the ensemble size affect divergence from uniformity. This is just the same question as how many times do I have to draw independently from a discrete uniform distribution for the outcome to look uniformly distributed, which also depends on the cardinal number of the set from which is drawn, which in this case is the number of curves. If we compare the same entry in each of the 3 tables then we can conclude that the length of the curves does not seem to have an impact on $\Delta$.\footnote{This seems to be counterintuitive in the light of relation (2.2).} The same holds for having the same variance at every point of the curves compared to having increasing variances respectively. If we look at the diagonal of each of the three tables we could also conclude that only the proportion of repetitions to curves matters and not the actual amounts of both.
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Real data examples

4.1 Temperature forecasting

The first real data example concerns weather forecasts, specifically the 50-member ECMWF ensemble forecast of the European Centre for Medium-Range Weather Forecasts (Molteni et al. 1996). The forecasts are issued twice a day on a 0.25 by 0.25 degree grid over the entire globe for a large number of weather variables. Each time, the current weather and the future weather in steps of 3 hours with a total lead time of 49 prediction horizons is issued. The single ensemble members differ only in random perturbations in the boundary conditions and they are thus exchangeable. For this analysis we use the temperature forecasts initialised at 0000 UTC for the period from February 1, 2010 until April 30, 2011, for a total of 444 days. For the observations, we have the data from 500 stations in Germany provided by the German Weather Service. Out of the 500 stations we choose 100 at random with full data. The weather stations for the observed data do not usually lie on the forecasting grid. Thus, we use bilinear interpolation for the forecasts to have forecasts at the locations of the weather stations. For the actual calculations of the ranks we only use the last year (365 days) of data in our data set.

This means for our setting that we have $m = 50$ ensemble members with $d = 49$ prediction horizons and $n = 36500$ observations. Figure 4.1 shows two examples of observation and forecasting curves.
Figure 4.1: Examples of temperature forecasts (grey) and corresponding observation curves (bold black).

In the left part of Figure 4.1, the forecasting curves are significantly biased such that the observation curve is the most outlying curve in the mbd-concept. In the right figure the forecast is biased for the first 20 time points and overdispersed afterwards. After around time period 20 the observation curve is no longer clearly the most outlying curve. However overall we would expect the observation curve to be one of the most outlying curves. After seeing these two examples we would not expect the forecasts to be calibrated. Figure 4.2 shows the mbd-rank histogram for all 36500 observations.
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Figure 4.2: Mbd-rank-histogram of the temperature data. The horizontal black line indicates the height of a hypothetical histogram of 36500 observations drawn from a uniform distribution.

The histogram in Figure 4.2 is clearly not uniform and thus we reject calibration of the ECMWF temperature ensemble forecasts. The reliability index $\Delta$ has a value of 0.99 which is far from 0 which is a further evidence for the non-uniformity.

The examples in Figure 4.1 indicate that the diurnal temperature changes are correctly predicted while there seems to be a fairly constant bias in the forecast. For this reason, we also investigated the calibration of bias-corrected forecasts where we bias-corrected each lead-time independently based on the 30 most recent forecast and observation pairs at each location. However, the resulting mbd-rank histogram did not differ much from the results of Figure 4.2. Therefore, we have chosen not to show these results here.

Finally, we compare the mbd-rank and the mv-rank for this data set. We have seen that the mv-rank performs considerably worse for higher numbers of total prediction horizons. Because of that we first only look at the forecasts reaching 1 day into the future. This means there are only 8 prediction horizons, since we have a prediction for every 3 hours. We compute the mv-ranks and the mbd-ranks for the first 8 and then for the last 8 prediction horizons out of all 49 prediction horizons. Figure 4.3 shows the rank histograms.
Figure 4.3: Mbd- and mv-rank histograms for different prediction horizons for the temperature data. In the first row ranks have been computed using the mbd-concept whereas ranks in the second row have been computed using the mv-concept. In the first two columns only the 8 prediction horizons, as specified, have been used, out of the total 49 prediction horizons.

The variability in the forecasts based on the different numerical methods grows with growing prediction horizons, which can also be seen in the two examples in Figure 4.2. Because of that we expect the histograms in Figure 4.3 b) and e) to look more uniform than a) and d). This is indeed the case. Furthermore for 8 prediction horizons we see that the histograms d) and e) based on the mv-rank are able to visually reject calibration but the histogram in f) for all prediction horizons does look uniform except for a rise for the very highest ranks. As in our simulation study in Chapter 2.6 we see that the mv-rank concept is not suitable for detecting non-calibration for high numbers of prediction horizons. However, due to the rise in the histogram for mv-ranks between 49 and 51 we could argue that the forecasts tend to underpredict temperature.
4.2 Inflation forecasting

The second real data example are U.S. inflation forecasts. We refer to inflation as quarter to quarter change of the consumer price index expressed in annualised percentage points. The forecasting data is obtained from The Survey of Professional Forecasters (SPF) of the Federal Reserve Bank of Philadelphia. SPF is a quarterly survey of a wide range of macroeconomic variables and the oldest survey of quarterly macroeconomic forecasts in the United States ranging back to 1968 (Federal Reserve Bank of Philadelphia 2012). Each quarter, university professors as well as private sector economists are asked to give predictions of a number of macroeconomic variables for the current quarter and each of the following 4 quarters (Gneiting and Thorarinsdottir 2010). We only use the inflation forecast data from the third quarter of 1981 to the second quarter of 2010. The number of forecasters changes every quarter ranging from 10 to 54 with a mean close to 33 for the time period of interest.

Because of this the interpretation is slightly different compared to temperature forecasting. There we had the forecast data of the 50 different ensemble members for temperature forecasting for 100 stations on 365 days. In our inflation setting the different ensemble members correspond to the different forecasters, but these forecasters change over time. So we are not able to check whether the forecasts of a certain number of economic forecasters is calibrated, i.e. - in a certain way - how good their economic forecasts are, but rather whether this setting of forecasts - professionals giving economic forecasts - is calibrated. Difficulties could also arise if the quality of the forecasts is highly dependent on the specific forecasters which vary over time, so that the forecasts at different points in time could not be interpreted as identical repetitions. Because of this we need the assumption that the overall or collective quality of the forecasts given by the professional forecasters does not vary over time, which is a rather strong assumption.

We have a varying amount of forecasting curves each with a length of 5. The mbd-rank of the observed inflation is computed at 111 points in time. Due to the varying amount of forecasting curves, we need to normalize the ranks for them to be comparable for different time points. If $\gamma$ is the mbd-rank of the observation curve $y$ with $m$ forecasting curves then $\gamma^* = \frac{\gamma}{m+1}$ is the normalized rank. Figure 4.4 shows the forecasting curves and the curve with the observed values for the last 3 quarters used in the dataset.
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Figure 4.4: Example of the inflation forecasting and observation curves. Forecasting curves (grey curves) and observed inflation curve (bold black curve). Predicted and observed inflation values are shown beginning with the quarter in the headline as the quarter the forecasts were issued and the following four quarters.

Figure 4.4 a) shows that the very unusual high deflation of nearly 9% in the first quarter of 2010 could not be predicted by any of the forecasters during the 4th quarter of 2009. Figure 4.4 b) shows that all in all the forecasters got the direction of the future inflation right but the observation curve still seems to be the most non-central curve. From Figure 4.4 c) we should expect that this time the observation curve does not have to be the most outlying curve but it is still rather outlying. From these three examples we should not be surprised if the forecasts are not calibrated with low ranks appearing more frequently than they should in a uniform distribution. Figure 4.5 shows the rank-histogram for the normalized ranks.
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Figure 4.5: Mbd-rank histogram of the inflation data with normalized ranks. The horizontal black line indicates the height of a hypothetical histogram of 111 observations drawn from a uniform distribution.

The rank histogram clearly suggests that the inflation forecasts of the SPF are not calibrated. Lower ranks occur more often than higher ranks, which do not occur at all for normalized ranks above 0.5. A normalized rank of 0.5 means that half of the forecasting curves are deeper and half of them are more outlying than the observation curve. This means that the observation curve never was one of the 50% most deepest curves and that it belonged most frequently to the most outlying curves.

Because of the varying amount of forecasting curves it is not possible to simply compute the reliability index defined as in Chapter 2. Instead of comparing the frequency \( f_j \) of rank \( j \) with the theoretical value, i.e. the probability that rank \( j \) occurs if the ranks are drawn from a discrete uniform distribution, we now compare the frequencies we get from the histogram with 10 breaks to the theoretical probability of \( \frac{1}{10} \). The result \( \Delta = 1.07 \) also indicates that the inflation forecasts are not calibrated.
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Conclusions

We have introduced a new concept of calibration for functional data, based on the mbd-rank. It is based on an center-outwards ordering of functions, the modified band depth (mbd), introduced by López-Pintado and Romo (2009).

The finite dimensional functions are also interpretable as points in $\mathbb{R}^d$. For points in $\mathbb{R}^d$ Gneiting et al. (2008) already introduced a concept of calibration, based on the multivariate rank (mv-rank). The mv-rank was introduced for applications with small dimension $d$ in mind, but the concept also holds for higher dimensions. This means that both concepts can be applied for finite dimensional functions, or in other words points in $\mathbb{R}^d$. Because of that we have compared both rank concepts in simulation studies regarding the correct rejection of calibration. For each $d$ ($d = 2, 5, 20$) the mbd-rank was able to detect non-calibration successfully and clearly with the clearness only increasing with increasing $d$. This means that the mbd-rank concept is suited for all dimensions from very low to high. The mv-rank concept on the other hand was not able to detect miss-calibration at all in our simulation study for higher dimensions (in simulation study: $d = 20$) and had some problems for medium-sized dimensions (in simulation study: $d = 5$). For very small dimensions (in simulation study: $d = 2$) the mv-rank concept was able to detect miss-calibration successfully. For dimensions of five or higher the mbd-concept should be chosen when checking for calibration. Both concepts work fine for very small dimensions, but the mv-rank can be preferred because more information, regarding the type of non-calibration, can be drawn out of the histograms based on the mv-rank.
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In a second simulation study we have evaluated how good the theoretical uniformity of the histograms, measured by the reliability index, holds in practice when the forecasts are indeed calibrated. The result shows that the deviation from uniformity only depends on the number of repetitions and the ensemble size and not on the total number of prediction horizons or from which distribution we draw the simulated data for a single prediction horizon.

We have also used the new mbd-rank concept on two real data examples, inflation forecasting and temperature forecasting, to check for calibration. In both cases we had to reject calibration clearly. We have also computed the mv-ranks for the temperature forecasting example and, as expected from the simulation study, the mv-rank had problems detecting that the temperature forecasts are not calibrated.

Knüppel (2011) also focuses on calibration of multi-step-ahead forecasts. But unlike our approach it is based on multi-step-ahead density forecasts. Jordà and Marcellino (2010) focus on path forecasts and a confidence band for those paths constructed with the joint predictive density, which can also be used to evaluate local internal consistency.
Bibliography


Bibliography


